February 7, 2020

Memorandum

To: Members, Committee on Financial Services

From: FSC Majority Staff

Subject: February 12, 2020, “Equitable Algorithms: Examining Ways to Reduce AI Bias in Financial Services”

The Task Force on Artificial Intelligence of the House Financial Services Committee will hold a hearing entitled, “Equitable Algorithms: Examining Ways to Reduce AI Bias in Financial Services,” on February 12, 2020 at 2:00 p.m. in Room 2128 of the Rayburn House Office Building. This single-panel hearing will have the following witnesses:

- **Dr. Philip Thomas**, Assistant Professor and co-director of the Autonomous Learning Lab, College of Information and Computer Sciences, University of Massachusetts Amherst
- **Dr. Makada Henry-Nickie**, David M. Rubenstein Fellow, Governance Studies, Race, Prosperity, and Inclusion Initiative, Brookings Institute
- **Dr. Michael Kearns**, Professor and National Center Chair, Department of Computer and Information Science at the University of Pennsylvania
- **Ms. Bärí A. Williams**, Attorney and Emerging Tech AI & Privacy Advisor
- **Mr. Rayid Ghani**, Distinguished Career Professor, Machine Learning Department and Heinz College of Information Systems and Public Policy, Carnegie Mellon University

**Overview**

There is no single, commonly agreed upon definition of Artificial Intelligence (“AI”) broadly or within financial services.¹ The term AI is often conflated with the technological capabilities and desired outcomes AI systems pursue. As Figure 1 below illustrates, AI is a broad field involving systems representing intelligent behavior across a range of cerebral tasks (e.g., alphabetically organizing all people with income under $50,000). And one of the key technologies in AI is machine learning (“ML”).² ML is best defined as a process that may rely on pre-set rules to solve problems (also known as algorithms) without or limited human intervention (e.g., fraudulent transactions tend to have these features or how to price an illiquid security).³ The aforementioned techniques can also find patterns in large amounts of data (e.g., concluding that consumers who often search for payday loan providers once a month compared to consumers who search two times a month are likely to be paid monthly).
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Many observers assert that both industry and regulators would benefit from setting standards and developing tools to ensure that AI technology is reliance, accurate, and fair. The National Institute of Standards and Technology’s (“NIST”) has published a document entitled, “U.S. Leadership in AI: A Plan for Federal Engagement in Developing Technical Standards and Related Tools,” and the Office of Management and Budget (“OMB”) and Office of Science and Technology Policy (“OSTP”) have jointly released, “Principles for the Stewardship of AI Applications.” NIST’s plan identifies nine focus areas for standards, including data and knowledge, performance testing and reporting methodology, risk management, and trustworthiness. The NIST plan recommends tools to support the advance of reliable and trustworthy AI programs. OMB’s and OSTP’s guidance include ten principles focused on using pilot programs, deferring to independent standards organizations, and directing that new AI regulations should limit regulatory oversight.

**Ethical and Big Data Concerns in AI**

The concerns and risks of algorithmic decision-making and AI technologies are well documented. Generally, the complexity of decision-making processes utilized in these technologies makes it difficult for human programmers to predict what the program will do and explain why it did what it did. The complexity problem stems from opaque and ever evolving algorithms, especially those dealing with large
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10 Also known as the “black box” problem which means (1) models are too complicated for any human to understand or (2) models are proprietary. Cynthia Rudin, “Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead,” National Machine Intelligence, pg. 206–215, May 13, 2019, at https://doi.org/10.1038/s42256-019-0048-x.
Regardless of how financial institutions underwrite a loan or extend credit, utilizing an unexplainable algorithm raises significant concerns in light of the need to comply with existing laws and regulations. Further, human programmers may unknowingly write historical biases into their programs. The potential for programmers to perpetuate historical bias unintentionally may be exacerbated if the companies and teams developing the programs lack racial and ethnic diversity, as well as diversity of experiences and points of view.

In addition to the technical concerns of algorithmic decision-making and AI technologies, it is equally important to focus on the data sets that are being used by AI. The data sets can contain errors, are incomplete, and/or contain data that reflect societal or historical inequities. Substandard data or “dirty data” is problematic for AI programs because, all following inferences are susceptible to inaccuracies, incompleteness, or non-representative information. A financial services illustration of “dirty data” is exemplified by the under-representation of protected groups (e.g. sex, race, color, national origin, etc.) in historical loan data. Because members of these groups have been less likely to be approved for loans, historical loan data sets are made up of non-representative samples of the population. In this instance, if the historical data is input into a ML program determining the likelihood to pay back, the program would likely learn and rank those from groups historically unaffected by bias and discrimination higher because of more available data to analyze.

Enforcing Existing Laws and Frameworks
Congress has enacted several laws to combat historic racism and discrimination, including: (1) the Equal Credit Opportunity Act (“ECOA”) which, generally prohibits discrimination in credit transactions based upon certain protected classes; (2) the Fair Housing Act which prohibits discrimination and provides fair access to housing and other housing-related services; and, (3) the Fair Credit Reporting Act (“FCRA”), which requires consumer reporting agencies to adopt reasonable procedures that are fair and equitable with regard to the confidentiality, accuracy, relevancy, and proper utilization of consumer data.

Applying the existing legal framework where rights and protections are clearly defined to these AI technologies could pose challenges for regulators as they attempt to gauge compliance with many of these laws that do not contemplate the use of AI. In addition, the institutions using the algorithm must be able to explain to regulators: (1) why something happened, (2) why something else did not happen, (3) how
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17 15 U.S.C. §§1691-1691f. Historically, ECOA has been interpreted to prohibit both intentional discrimination and disparate impact discrimination, in which a facially neutral business decision has a discriminatory effect on a protected class. However, the Supreme Court's reasoning in a June 2015 decision involving the Fair Housing Act, has sparked debate about whether disparate impact claims are covered under ECOA.
failure and success are defined, and (4) how are errors corrected. Presently, these factors translate into regular audits of algorithms for bias and discrimination by regulators or independent third-parties. A similar system is in place in the Europe Union, where its General Data Protection Regulation (“GDPR”) requires organizations to be able to explain their algorithmic decisions.

Some observers argue that companies deploying algorithmic decision-making and AI technologies need “regulatory sandboxes,” that provide certainty that they will not face enforcement for non-compliance of regulations for a certain period if they meet certain conditions designed to limit consumer harm and ensure additional monitoring. However, stakeholders have raised concerns about sandboxes because a company could be immune from enforcement actions by any federal or state authorities, as well as from lawsuits brought by private parties. Another example, is the Consumer Financial Protection Bureau’s (“CFPB”) No Action Letter policy, best exemplified by Upstart (an alternative data lending company). In 2017, Upstart received a No Action Letter from the CFPB with regard to whether its underwriting models complied with certain fair lending rules and laws. The No Action Letter also required Upstart to routinely test its underwriting model for performance and share those results with the CFPB. However, a recent report has found that the company may be engaged in education redlining. Further, the Trump administration recently proposed changes to the Department of Housing and Urban Development’s disparate impact standard under the Fair Housing Act, which includes safe harbors that would make challenging algorithmic bias incredibly difficult.
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